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This cheat sheet helps you choose the best Azure Machine Leamning Studio

Microsoft Azure Machine Learning: Algorithm Cheat Sheet  siscinmoyoupresicine sayics o our dcsion s srwenty

both the nature of your data and the guestion you're trying to answer.

ANOMALY DETECTION CLUSTERING MULTI-CLASS CLASSIFICATION
>100 features, . . . e -
One-class SVM : K-means —— Fast training, linear model —— Multiclass logistic regression
aggressive boundary
PCA-based anomaly detection »— Fast training . —— Accuracy, long training times — Multiclass neural network
Discovering
— - I structure
inding unusua .
data points . . .
Accuracy, fast training Multiclass decision forest
Three or
REGRESSION more
— Accuracy, small memory footprint—s Multiclass decision jungle
Ordinal regression +=—— Data in rank ordered categories — Predicting
categories
Depends on the two-class .
- classifier, see notes below One-v-all multiclass
Poisson regression +——— Predicting event counts
Predicting values Two

Fast f antile r ion . i istributi
ast forest quantile regressio Predicting a distribution TWO-CLASS CLASSIEICATION

L 4

Linear regression +——— Fast training, linear model — Fﬁ.ccmaq.r_ ——= Two-class decision forest
ast tramlng
Two-class SVM — }I:r?saff;l:g‘;' — f Accuracy,
" s s ast training, . .
Bayesian linear regression +—— Linear model, small data sets large memory Two-class boosted decision tree
Fast training footprint
Two-class averaged perceptron «— linear mcdei =1 Accuracy,
Neural network regression «———Accuracy, long training time — — small memory —= Two-class decision jungle
footprint
Two-class logistic regression  +— Flf':;;:ar::;';i'l .
Decision forest regression «———— Accuracy, fast training — >100 features —= Two-class locally deep SVM
Fast training,
Two-class Bayes point machine «— I?:Earar:]; d?zl — R |
ini r M
Boosted decision tree regression s Accuracy, fasttraining, | L ACCUracy. 1oN9 _ tweo-class neural network

large memory footprint training times




scikit-learn
algorithm cheat-sheet

classification

NOT
WORKING

get
more
data

NOT
WORKING

NO
regression

NO
- 3 s -
Text WORKING YES <100K
Data mear samples -
; predicting a Regresso!
YES category
YES

NO,

NOT do you have
WORKING labeled <100K - few features o
: NO data samples . should be WORKING
YES \ 3 important

number of
YES categories

known
<10K
samples
<10K
samples

NO
NO

predicﬁng.a .
quantlty
just =
lookmg VES NOT
WORKING

YES
predicting
structure

clustering

NO

oT
WORKING

<10K . . .
o dimensionality
reduction




Search kaggle Q Competitions Datasets Kernels Discussion Jobs «-- m

Welcome to Kaggle Competitions

Challenge yourself with real-world machine learning problems

1%
Fo

o

New to Data Science? Build a Model Make a Submission
Get started with a tutorial on Get the data & use whatever Upload your prediction file for
our most popular competition tools or methods you prefer to real-time scoring & a spot on

for beginners, make predictions. the leaderboard.
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Receive the best of CreativeAl right in your inbox.
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12 megapixel 16-bit linear input
(tone-mapped for visualization)

tone-mapped with HDR+
400 - 600 ms

processed with our algorithm
61 ms, PSNR - 284 dB

Deep Bilateral Learning for Real-Time
Image Enhancement

MACHINE LEARNING PHOTOGRAPHY RESEARCH
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A Theano

theano

0.9release~

Release Notes
Theano at a Glance
Requirements
Installing Theano
Updating Theano
Tutorial

Extending Theano

Developer Start Guide

Optimizations

Docs » Welcome View page source

Welcome

Theano is a Python library that allows you to define, optimize, and evaluate mathematical

expressions involving multi-dimensional arrays efficiently. Theano features:

¢ tight integration with NumPy - Use numpy.ndarrayin Theano-compiled functions.

¢ transparent use of a GPU - Perform data-intensive computations much faster than on a CPU.

« efficient symbolic differentiation - Theano does your derivatives for functions with one or many
inputs.

» speed and stability optimizations - Get the right answer for 1og(1+x) evenwhen x isreally
tiny.

¢ dynamic C code generation - Evaluate expressions faster.

¢ extensive unit-testing and self-verification - Detect and diagnose many types of errors.

Theano has been powering large-scale computationally intensive scientific investigations since
2007.But it is also approachable enough to be used in the classroom (University of Montreal’s deep
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TensorFlow ™

An open-source software library
for Machine Intelligence

GET STARTED

&

TensorFlow 1.2 has arrived! Introducing TensorFlow The 2017 TensorFlow
Research Cloud Dev Summit
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¥ " torch

A SCIENTIFIC COMPUTING FRAMEWORK FOR LUAJIT

GET STARTED

What is Torch?

Torch is a scientific computing framework with wide support for machine learning algorithms that puts GPUs first.
It is easy to use and efficient, thanks to an easy and fast scripting language, LuaJIT, and an underlying C/CUDA
implementation.

A summary of core features:



Caffe

Deep learning framework
by BAIR

Created by
Yangging Jia
Lead Developer

Evan Shelhamer

View On GitHub

Caffe

Caffe is a deep learning framework made with expression, speed, and modularity in mind. It is
developed by Berkeley Al Research (BAIR) and by community contributors. Yangging Jia created the
project during his PhD at UC Berkeley. Caffe is released under the BSD 2-Clause license.

Check out our web image classification demo!

Why Caffe?

Expressive architecture encourages application and innovation. Models and optimization are
defined by configuration without hard-coding. Switch between CPU and GPU by setting a single flag
to train on a GPU machine then deploy to commodity clusters or mobile devices.

Extensible code fosters active development. In Caffe’s first year, it has been forked by over 1,000
developers and had many significant changes contributed back. Thanks to these contributors the

framework tracks the state-of-the-art in both code and models.

Speed makes Caffe perfect for research experiments and industry deployment. Caffe can process
over 60M images per day with a single NVIDIA K40 GPU*. That's 1 ms/image for inference and 4
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K Keras Documentation Docs » Home O Edit on GitHub

Home

Keras: The Python Deep Learning library

Keras: The Python Deep Learning library You have just found Keras.

You have just found Keras.
Guiding principles Keras is a high-level neural networks API, written in Python and capable of running on top of TensorFlow, CNTK, or
Theano. It was developed with a focus on enabling fast experimentation. Being able to go from idea to result with the

Getti tarted: 30 dsto K . . ,
S SEConEs to Reras least possible delay is key to doing good research.

Installation

Switching from TensorFlow to CNTK or Use Keras if you need a deep learning library that:

Theano

Support ¢ Allows for easy and fast prototyping (through user friendliness, modularity, and extensibility).

Why this name, Keras? ¢ Supports both convolutional networks and recurrent networks, as well as combinations of the two.

¢ Runs seamlessly on CPU and GPU.

Guide to the Seguential model

Read the documentation at Keras.io.
Guide to the Functional API

FAQ Keras is compatible with: Python 2.7-3.5.



Tensor-
Flow

Torch

CNTK

Languages and training  modeling

Python,

C++

Python

Lua, Python
(new)

C++

R, Python,
Julia, Scala

Python

C++

Keras
compatible

https://svds.com/getting-started-deep-learning/
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s BN HOME ABOUT GETTING STARTED LESSONS CONTACT BLOG
Welcome to fastai's 7 week course, Practical Deep Learning "l highly recommend this course. Jeremy is
For Coders, Part 1, taught by Jeremy Howard (Kaggle's #1 an amazing teacher’

competitor 2 years running, and founder of Enlitic). Learn how to

build state of the art models without needing graduate-level
math—but also without dumbing anything down. Oh and one | TE;Z:;?:ZS::,SHZZ:: SRR ESRE S

other thing... it's totally free!

Reducing overfitting [...]

Resnet




